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This Week

• HW2 (due to FRIDAY — 11:59 pm): 

• include design studio solutions 

• Section 6 special TODAY at 4pm MD G125



A little experiment

thanks to Martin Krzywinski

Task: How many dots?
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brief history  
(western view)
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Chauvet cave 
proto-writing
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Phoenician abjad 
predecessor of alphabet
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Latin letters 
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abstraction



Text
• Features of Text as representation language 

• abstract 

• general for mental concepts 

• different across population groups 
(countries, accents, religions,…) 

• linear perception 

• semi-structured (content: grammar, words, sentences, 
paragraphs,.. ; appearance: typography, calligraphy,..) 

• Legibility !!!!



What is the challenge with Text?  

Why Text Vis?



1.1 Text Visualization 
A serious introduction to text visualization has to state that it is not a complete one. Why? When starting to work in the field, researchers are already 
confronted with the main problem itself, a large collection of  documents cover- ing many different aspects related to the subject text. Psychological 
research e.g. investigates perception and cognition of  letters, the psychology of  spoken and written language, or the psychology of  reading. 
Linguistics describe in- ter alia models on language structure, language function, language features, etymology, and linguistic transformations. While 
both disciplines already fill books and would require introductions by themselves, we did so far not men- tion visual appearance (typography) or 
evolution of  sign systems. As practical approach, we limit this introduction to key aspects in development of  text and text visualizations taking the 
historic tour (Section 1.1.1), describing psycho- logical backgrounds (Section 1.1.2), and describe landmarks in text visualiza- tion (Section 1.1.3). As 
further simplification we consider written text to stem from an alphabetic system. 

1.1.1 The historic trail 
This section relies widely on facts taken from text books of  Andrew Robinson [Rob09] and Donald Jackson [Jac81]. Both references are 
recommendable for further reading. 
Early humans started representing and saving information as sequential paintings on cave walls, so called proto-writing. The paintings from Chauvet 
cave [CHQ+06] date at least 21,000 years back. They are considered to be "the oldest and the most elaborate ever discovered" (Sadier et al. [SDB
+12]). These paintings represented pictures and written texts at the same time, the mostly abstract images already tell a story. Divergence between 
image and text rep- resentations started 5,000 years ago in Mesopotamia where writing systems like Sumerian’s cuneiform evolved from pictographic 
into logographic form. While pictograms are stylized symbols of  images, logographs represented mor- phemes as smallest units of  meaning 
(semantics) within a language. In parallel, Egyptian hieroglyphs already combined pictographic, morphemic and phone- mic elements. Their sign 
system included 24 signs representing consonants that could be considered as an early form of  alphabet. Several circumstances, like the ease of  
writing on papyrus vs. writing in stone, prevented simplifi- cation to only this subset of  signs. While intermediate steps of  development from 
hieroglyphs to an alphabet are subject of  discussion, it is common sense that the Phoenician alphabet is one of  the earliest developed 3,000 years 
ago. Phoenicians have been traveling salesman, which explains why the roots of  their system are a mixture of  Mediterranean cultures. Their abjad is 
the first known only-mapping of  one symbol to one phoneme, replacing the one symbol to one syllable association. Successively, the Greek named 
their ordered set of  letters alphabet as reference to the first entries α and β. 
In Europe, Romans became dominant, and the Latin (big-)letters where invented, as well as there Italic form. During the times of  Charlemagne (8th 
century) and the medieval times, writing and copying remained a manual pro cess creating sheets of  image-text art. While printing was already 
developed during the 8th century in China, the printing method with moveable letters from Gutenberg (15th century) allowed fast reproduction. 
The impact on page style was a clearer functional separation of  text and image content, although for a long time, initials or Schnörkel remained as 
decoration. The indus- trial revolution led to the invention of  typewriters (1867) and during WW2 first electronic calculating machines were 
invented. The successors of  these machines influenced younger history by setting two milestones for text (and image) content creation. Personal 
computers with word-processor applications (1970/80s) and popularization of  the world wide web (1990s) lowered costs of  document production 
and document distribution to a minimum. 

1.1.2 The psychological approach 
We already discovered that text is nowadays as rapidly produceable and dis- tributable as never before, but we did not throw light on how humans 
"consume" text. Schönpflug & Schönpflug [SS95] and Rayner & Pollatsek [RP94] provide extensive details on the psychological processes involved 
in reading which we summarize in this Section. 
The consumption of  text can be mainly split into reading as the perceptual part and understanding as the cognitive part. For reading, the human 
visual system performs saccadic eye movement processing lines of  text. Each saccade1 takes on average 20 to 35 ms to bridge a range of  7 to 9 
characters. Between saccades, the eye fixates for 150 to 500 ms. While mainly moving forward, 10− 15% of  saccades are regression saccades re-



Text/Document Visualization 
(focused on alphabetical languages)

• Text as Vis 

• Vis for Text Documents 

• Vis for large Text/Document Corpora 

• for exploring data with visualizations 

• to investigate specific properties 

• Text in Vis 

• TextVis Specials



Text as Vis
• Typography: 

• typefaces (serif, sans-serif, bold, italic) 

• point size (10pt, 12pt, 24pt, 36pt.. ) - nowadays: 1/72 inch 

• line length (alignment: left, right, justified) 

• vertical: line spacing (leading) 

• horizontal: spaces between groups of letters (tracking)  

• space between pairs of letters (kerning) 

• combining letters to a glyph ligatures 

ß



Text as Vis
• Creating a font type is an art which requires 

profound design knowledge 

• .. or it can be a science:
Scientists have developed a way to carve shapes from 
DNA canvases, including all the letters of the Roman 
alphabet, emoticons and an eagle’s head.

Bryan Wei, a postdoctoral scholar at Harvard Medical 
School in Boston, Massachusetts, and his colleagues 
make these shapes out of single strands of DNA just 
42 letters long. Each strand is unique, and folds to 
form a rectangular tile. When mixed, neighbouring 
tiles stick to each other in a brick-wall pattern, and 
shorter boundary tiles lock the edges in place. […]

http://www.nature.com/news/dna-drawing-with-an-old-twist-1.10742

http://www.nature.com/news/dna-drawing-with-an-old-twist-1.10742


Text as Vis
• Typesetting: 

• letterpress printing 

• Linotype machine 

• digital printing/copying (typewheel, dot-matrix, inkjet, laser) 

• digital text (resolution is key:  small -> retina) 

• Encoding text for electronic devices: 

• mapping each character to a sequence of bytes 

• Universal Character Set (UTF-[8,16,32]) fonts 

• exchange of typeset documents: PostScript and PDF



Text as Vis
• rules of thumb: 

• limit the use of fonts to only 
a few typefaces !! 

• use “special” fonts only 
when appropriate 

• a good resource for fonts in  
web projects are google 
fonts

https://www.google.com/fonts


Visualization for “Raw” Text
• in daily use..
enriched text - hypertext 
linking (graph navigation) overview & detail



Visualization for “Raw” TextA. Stoffel& H. Strobelt& O. Deussen& D. Keim / Document Thumbnails with Variable Text Scaling

(a) (b) (c)

Figure 1: An example of a distorted thumbnail. a) The original thumbnail with highlights. b) The thumbnail generated with the
zooming technique described in [BHDH95] c) The thumbnail generated with the proposed distortion technique.

enhanced thumbnail technique for web pages that, in addi-
tion to popouts for keywords, modifies the original HTML
document to enlarge the size of headlines. However, high-
lighting with popouts leads to partial occlusion of the under-
lying document and the possibility of overlapping popouts
in areas with many search terms.

The third technique, semantic zooming, has been used
by several researchers. Several semantic zooming strate-
gies for document thumbnails exist. Robertson and Mackin-
lay [RM93] place all pages of a document in a rectangu-
lar grid at thumbnail size. A user can magnify a single
page using a fisheye lens for reading and checking context.
Buchanan and Owen [BO08] increase the size of the im-
portant text such as headlines and recalculate the text lay-
out while keeping the global page structure intact. Hornbæk
and Frøkjær [HF01] use a fisheye technique for thumbnails,
shrinking the uninteresting lines even further in order to
highlight the interesting ones. Baudisch et al. [BLH04] com-
bine a fisheye view in the vertical direction with popouts.
The occlusions of the popouts are avoided by coloring the
background of the interesting terms instead of painting the
popouts above the document. Lam and Baudisch [LB05] use
a thumbnail technique for overviews of web pages on small
screen devices, where they remove common words or crop
the text in the thumbnail in order to get a readable text in
the final thumbnail. Instead of creating a thumbnail view
and hiding information according to a semi-automatic de-
cision, Baudisch et al. [BXWM04] use an interaction tech-
nique, which allows the user to define what information to
show and what information to hide.

All the semantic zooming techniques change the doc-
ument. In simple cases only the sizes of complete lines
are changed; whereas more complex algorithms change the
complete document according to the user’s interest. Conse-
quently, the page layout of the thumbnail changes and this
could make it difficult for the user to relate positions in
the thumbnail and the document view. The application of
the fisheye algorithm in the vertical direction increases the
height of the text, however as text is usually wider than high,
the resizing is limited by the width of the view area.

Distortion algorithms developed for creating graph lay-
outs are the most similar to our technique. Storey and
Müller [SM96] distort the nodes in a graph according to a
degree of interest; interesting nodes increase in size while
the other nodes are shrunk. They present several distortion
techniques that preserve the orthogonal or the proximity of
nodes. Bartram et al. [BHDH95] use a similar technique
for interactive zooming in hierarchical networks. On a drill
down or a roll up in the hierarchy, the weights of the visible
nodes are adjusted and the size is changed accordingly. Both
techniques preserve the orthogonal ordering of the nodes and
scale the node size according to an interest factor. But both
techniques have problems when applied to text documents
as the proximity of words are only relevant within a text line
and not between text lines.

Our distorted page thumbnail approach combines plain
page thumbnails variable text scaling and thereby avoids the
occlusion and overplotting problems of popouts. In contrast
to the previous fisheye approaches, a distorted thumbnail
preserves the global page layout and allows a user to relate

c⃝ 2012 The Author(s)
c⃝ 2012 The Eurographics Association and Blackwell Publishing Ltd.
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Document Thumbnails with Variable Text Scaling
A. Stoffel, H. Strobelt, O. Deussen, D. A. Keim
Computer Graphics Forum, volume 31 issue 3 pp.

Figure 3: Document Lens with lens pulled toward the user. The resulting truncated pyramid makes text near the
lens’ edges readable.

to render text in 3D perspective. We use two meth-
ods, both shown in Figure 6. First, we have a silmple
vector font that has adequate performance, but whose
appearance is less than ideal. The second method, due
to Paul Haberli of Silicon Graphics, is the use of texture
mapped fonts. With this method, a high quality bitmap
font (actually any Adobe Type 1 outline font) is con-
verted into an anti-aliased texture (i.e., every character
appears somewhere in the texture map, as seen on the
right side of Figure 6). When a character of text is laid
down, the proper part of the texture map is mapped to
the desired location in 3D. The texture mapped fonts
have the desired appearance, but the performance is
inadequate for large amounts of text, even on a high-
end Silicon Graphics workstation. This application,, and
others like it that need large amounts of text displayed
in 3D perspective, desperately need high performance,
low cost texture mapping hardware. Fortunately, it ap-
pears that the 3D graphics vendors are all working on
such hardware, although for other reasons.

SUMMARY
The Document Lens is a promising solution to the prob-
lem of providing a focus + context display for visual-
izing an entire document. But, it is not without its
problems, It does allow the user to see patterns and re-

lationships in the information and stay in context most

Figure 6: Vector font, texture-mapped font, and font
texture map.

November 3-5, 1993 UIST’93 105

Robertson, George G., and Jock D. Mackinlay
The document lens
Proceedings of the 6th annual ACM symposium on User 
interface software and technology. ACM, 1993.



Visualization for “Raw” Text

Stephen G. Eick. 
Graphically displaying text. 
Journal of Computational and Graphical Statistics, 3(2):127-142, June 1994.

TileBars: Visualization of Term Distribution Information in Full Text 
Marti Hearst 
Information Access, Proceedings of the ACM SIGCHI Conference on 
Human Factors in Computing Systems (CHI), Denver, CO, 1995

SeeSoft



Visualizing text (features)  
requires a transformation step:  

discretization, aggregation,normalization,..

unstructured text

4 x ’t' 
3 x ‘u’
2 x ‘r’
2 x ‘e’

…

structured data



Structured Text Features
• simple counts 

• or a bag of words (used for similarity measures):

princess dragon castle

doc1 1 1 1

doc2 0 0 1



Typical Steps of Processing 
to derive Text Features

• Large collections require pre-processing of text to extract information and align text.  
Typical steps are: 

• cleaning (regular expressions) 

• sentence splitting 

• change to lower case  

• stopword removal (most frequent words in a language) 

• stemming - demo porter stemmer 

• POS tagging (part of speech) - demo 

• noun chunking 

• NER (name entity recognition) - demo opencalais 

• deep parsing - try to “understand” text.

http://9ol.es/porter_js_demo.html
http://cogcomp.cs.illinois.edu/demo/pos/?id=4
http://viewer.opencalais.com/


KIEV, Ukraine — Struggling to reach a deal to form a new majority coalition in Parliament, and under excruciating pressure because of a looming economic disaster, the Ukrainian 
lawmakers temporarily running the country on Tuesday delayed until Thursday the naming of an acting prime minister and a provisional government. 

The delay underscored the extreme difficulty that lawmakers now face in rebuilding the collapsed government left behind when President Viktor F. Yanukovych fled Kiev on Saturday and 
was removed from power in a vote supported by some members of his own party. 

The three main opposition parties, which share little in common politically, have been in fierce negotiations, not just among themselves, but also with civic activists and other groups 
representing the many constituencies involved in Ukraine’s three months of civic uprising. 

Arseniy P. Yatsenyuk, the leader in Parliament of the Fatherland Party and a leading contender to serve as acting prime minister, pleaded with colleagues to swiftly reach an agreement on 
the designation of an interim government, which is needed to formally request emergency economic assistance from the International Monetary Fund.

Sample Text



Text features are 
complicated

• Be aware!! text understanding can be hard: 

• Toilet out of order. Please use floor below. 

• “One morning I shot an elephant in my pajamas. 
How he got in my pajamas, I don't know.” 

• Did you ever hear the story about the blind 
carpenter who picked up his hammer and saw?

http://en.wikipedia.org/wiki/List_of_linguistic_example_sentences

http://en.wikipedia.org/wiki/List_of_linguistic_example_sentences


Was that irony? - Nooo

Uqit~s�, uqit~s� i ew� raz uqit~s�.

teacher of W.I. Lenin

Profanity sucks. (14)

Be more or less specific. (15)

Analogies in writing are like feathers on a snake. (19)

excerpt from Rules of Writing
by Frank L. Visco (June 1986 in Writers’ digest)



Thinking about.. 
• or a bag of words (used for similarity measures):

princess dragon castle

doc1 1 1 1

doc2 0 0 1



Text Units Hierarchy

Projects like Wikipedia [Wik12], New York Times Corpus [San08], BioMed-
Central [BMC12], Twitter [Twi], or Open library [Ope12] are only few exam-
ples of nowadays accessible text (and image) sources. As they are not only
large but constantly growing, gaining insights becomes more demanding. To
circumvent this information overload a form of abstraction is needed to "show
the amounts of information that are beyond the capacity of textual display"
(Chaomei Chen [Che05]). Further evidence for the need of text visualization
is given by Thomas and Cook [TC05] as they define it to be part of the grand
challenges in the field of visual analytics. To demonstrate the grouping of
related work, we introduce Figure 1.2, which depicts a hierarchy of text ag-
gregation levels ranging from a single letter to sets of document collections.
The categories are described by agglomeration levels, which strongly relate to
them, either as data input or as object of visualization.

letter

word

word group

sentence

paragraph

section

chapter

document

document cluster

corpus

corpus of corpora

linguistic visualization

single document visualization

document collection visualization

Figure 1.2: Categorization of text visualization approaches w.r.t. different
levels of aggregation.

Linguistic visualizations mostly represent statistical linguistic measures.
Christian Rohrdantz presents good examples in his work, like observations
about vowel harmonies across languages ([RMB+10]). Another important lin-
guistic research question involves different corpora – the visualizations for lan-
guage comparisons, like the Languages Explorer [RHM+12]. Remarkable lin-

6



Vis for Text Documents
• TagClouds : http://www.flickr.com/photos/tags/ 

• WordCloud (popular) — http://www.wordle.net

http://www.flickr.com/photos/tags/
http://www.wordle.net


Vis for Text Documents

The word tree, an interactive visual concordance
M Wattenberg, FB Viégas
Visualization and Computer Graphics, IEEE Transactions on 14 (6), 1221-1228

Many Eyes word tree provides a choice among three options. The 
branches can be arranged alphabetically (making it easy to scan for 
particular words), by frequency (so the largest branches are first), or 
by order of first occurrence in the text (the default option, since it 
often produces a tree that best reflects the underlying text.) As with 
clicking, when the user switches between two of these options the 
word tree animates smoothly to help make clear what is changing. 

As the user interacts with the tree—she may click on a branch, 
recenter the tree, choose a different search term, etc.—the word tree 
tracks of the sequence of actions just as a web browser does. This 
allows the user to click on browser-like “back” and “forward” 
buttons to review her previous steps in the visualization. This feature 
helps users quickly switch between desired states for comparisons 
and easily retreat from navigational dead ends.  

As with all visualizations on Many Eyes, users can set particular 
states and make comments. In doing so, they may wish to point to 
particular items on the visualizations. To support this, users can set 
the visualization to a “highlighter mode,” where clicking on words 
will not cause a recentering of the tree, but instead highlight words 
with translucent brown circles. Thus a user can leave a comment 
like, “Note the position of God in this context,” and highlight “God” 
so that other readers do not need to search for where it occurs. 

Finally, the word tree does not provide any sort of “overview” of 
the text nor does it present an initial search term for viewers to start 
from. In this way, the visualization resembles an information 
retrieval interface, driven by a search term rather than starting with 
an overview. The reason for this design choice is that without a 
search term, there is no obvious entry point—several alternatives 
with suffix-tree-like beginnings were attempted, but seemed busy 
and uninformative. A future version might try to automatically find a 
good starting point: perhaps a tree centered on the most frequent 
terms, a tree that shows the highest number of separate branches, or a 
tree with the deepest branches. Having a default start point might 
solve certain problems. For instance in the current system, unless the 
creator of the word tree actively sets an initial search term, the 
visualization will look blank to subsequent viewers on the site. 
Another limitation of not having an overview is that users need to 
know a bit about the underlying data to make sure that they look for 
words that appear in the text. Many other interactive features are 

possible. We discuss these in the sections on user feedback and 
future work.  

4 IMPLEMENTATION CONSIDERATIONS 
The current implementation of the Word Tree on Many Eyes is a 

Java applet, written using JDK 1.4. It is engineered to handle texts 
with up to 1,000,000 tokens. (In addition to being a pleasingly round 
figure, this is the approximate number of tokens in the King James 
Bible, probably one of the most-visualized text on Many Eyes.) In 
this section we discuss some of the implementation details and 
decisions that allow the applet to scale—both visually and in 
performance—to a million tokens. 

The data structure behind the word tree—that is, the hierarchical 
structure of the context words—is well-known to computer scientists 
as a “suffix tree.” In our context the practical bound on performance 
is memory rather than CPU cycles: constructing the tree is fast (at 
least for a million-token text) as long as there is sufficient memory. 
Java applets often have limited heap space, as low as 64MB. 
Although this may seem more than adequate for holding a million-
node tree, it is actually a serious constraint due to the memory-
intensive nature of Java objects. To get around the problem, we do 
not create a suffix tree for the entire text, but rather create the suffix 
tree on the fly, a new one for each phrase typed in. In practice this 
saves a significant amount of memory; for instance, in the King 
James Bible (about 1,000,000 tokens), the word tree for “the” has 
only about 64,000 leaves. This complicates effects such as animated 
transitions, but permits the feeling of instant feedback we desire. 

In addition to the data-level scaling, two issues arise in scaling 
the tree visually. The first is that the total number of branches is huge 
compared to the screen size. When there are tens of thousands of 
leaves to a tree, there is no sensible way of displaying all of these on 
a screen that is a few hundred pixels high. We resolve this issue by a 
standard “level of detail” method. As the geometry of the tree is 
defined, when it is determined that a subtree takes up less than 3 
pixels of vertical space, we do not draw the entire subtree. Instead, 
we find the deepest branch, and draw that. By doing so, we show the 
overall shape of the tree, but do not draw more than necessary. This 
simplifies the display and also keeps the number of rendered objects 
low enough that smooth animated transitions are possible. 

   

 
Fig 3. Sequence showing some of the interaction options in the word tree.  In figure A, the user has typed the word “if” in Romeo and Juliet. In B, 
the user has clicked on “blind,” which appears in one of the branches under “if.” This causes the visualization to recenter to the longer phrase “if 
love be blind.” In C, the user Control-clicks on “blind,” which causes the visualization to recenter to blind by itself, revealing that there are 
additional phrases after this term. 

1223WATTENBERG AND VIÉGAS: THE WORD TREE, AN INTERACTIVE VISUAL CONCORDANCE

http://www.bobdylan.com/us/songs/blowin-wind

https://www.jasondavies.com/wordtree/
http://www.bobdylan.com/us/songs/blowin-wind


Vis for Text Documents

Frank van Ham, Martin Wattenberg, and Fernanda B. Viegas. 
Mapping Text with Phrase Nets. 
IEEE Transactions on Visualization and Computer Graphics 15, 6 (November 2009)

http://www-958.ibm.com/software/data/cognos/manyeyes/visualizations/who-begat-whom-in-the-bible


Mapping Text with Phrase Nets 

Frank van Ham, Martin Wattenberg, and Fernanda B. Viégas 

           

 
 
           Fig. 1. Scanning the bible for textual matches to the pattern �X begat Y� reveals a network of family relations.

Abstract�We present a new technique, the phrase net, for generating visual overviews of unstructured text. A phrase net displays 
a graph whose nodes are words and whose edges indicate that two words are linked by a user-specified relation. These relations 
may be defined either at the syntactic or lexical level; different relations often produce very different perspectives on the same text. 
Taken together, these perspectives often provide an illuminating visual overview of the key concepts and relations in a document or 
set of documents. 

Index Terms�Text visualization, tag cloud, natural language processing, semantic net. 

 

1 INTRODUCTION 
Scholars have long dreamed of turning text�from books to entire 
libraries�into maps. A visual perspective on a text has many 
potential uses. A map can serve as a summary and provide a 
jumping-off point for close reading. Mapping techniques may also be 
used to compare multiple texts, whether books by different authors 
or speeches by different politicians. 

Unfortunately, anyone who sets out to map a book quickly runs 
into two problems. The first is purely conceptual: most interesting 
texts are large (a typical novel has more than 100,000 words) so 
some kind of analysis and summarization is necessary to make them 
amenable to visualization. The key issue is to define an effective unit 
of analysis; such a unit could range from letters to words to general 
concepts and ideas. Due to the current state of natural language 
processing, choosing the right unit involves a tradeoff between 

reliability and validity. On one end of the scale, computers can 
reliably pick out the individual words in a book, leaving the task of 
putting the words together to a human.  On the other end, programs 
that aim to extract high-level meaning from text�say a semantic 
network of people and their relations�face significant error rates 
and are easily misunderstood by their users. 

The second problem in the visual display of text involves 
legibility. In most visualizations, one wants to use spatial position as 
a meaningful variable. Yet a readable set of words obeys spatial 
constraints on alignment, grouping, and type size. The conflict 
between positioning and legibility can lead to displays that are hard 
to read or where spatial position is essentially random. 

In this paper we introduce a new text mapping technique, the 
phrase net, which seeks a balance both in analysis and display. Our 
unit of analysis is a �phrase,� i.e., a particular relationship between 
words that can be defined using either simple pattern matching or 
syntactic analysis. This unit provides a higher level of analysis than 
individual words, but is easily understood by users and does not 
require unreliable artificial intelligence. Our visual displays use a 
standard graph layout engine that has been modified to ensure that 
text is readable via constraints on alignment and grouping. 

 
x Frank van Ham is with IBM Research, E-Mail: fvanham@us.ibm.com. 
x Martin Wattenberg is with IBM Research, E-Mail: mwatten@us.ibm.com. 
x Fernanda B. Viégas is with IBM Research, E-Mail: viegasf@us.ibm.com. 
 
Manuscript received 31 March 2009; accepted 27 July 2009; posted online
11 October 2009; mailed on 5 October 2009. In addition to describing the design and implementation of the 

phrase net, we also provide a series of sample use cases. Some of 
these were derived from our own exploration. To find others, we 
deployed a simplified version of the phrase net on the Many Eyes 

For information on obtaining reprints of this article, please send  
email to: tvcg@computer.org . 
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Vis for Text Documents
• DocuBurst : http://vialab.science.uoit.ca/docuburst/ 

• based on: WordNet, see the network

http://vialab.science.uoit.ca/docuburst/
http://wordnet.princeton.edu
http://wordvis.com


Vis for Language Analysis

D. Oelke, D. Spretke, A. Stoffel and D. A. Keim.
Visual Readability Analysis: How to Make Your Writings Easier to Read.
IEEE Transactions on Visualization and Computer Graphics, 18(5):662-674, 2012.



Vis for Language Analysis
• Literature fingerprints:

(a) Function words (First Dimension after PCA) (b) Function words (Second Dimension after PCA)

(c) Average sentence length (d) Simpson’s Index

(e) Hapax Legomena (f) Hapax Dislegomena

Figure 2: Fingerprints of books of Mark Twain and Jack London. Different measures for authorship attribution are tested. If a measure is able
to discriminate between the two authors, the visualizations of the books that are written by the same author will equal each other more than
the visualizations of books written by different authors. It can easily be seen that this is not true for every measure (e.g. Hapax Dislegomena).
Furthermore, it is interesting to observe that the book Huckleberry Finn sticks out in a number of measures as if it is not written by Mark Twain.

This results in a soft blending of the values instead of hard cuts and
therefore enables the user to easily follow the development of the
values across the text.
As visual representation of the results we depict each text block as
a colored square and line them up from left to right and top to bot-
tom. Although very simple this is an effective visualization since
the order of the text blocks is very important and the alignment cor-
responds to the standard reading direction. We also experimented
with other shapes such as rounded rectangles, squares with beveled

borders and circles. However, it turned out that the perception of
a trend is easiest when displayed on a closed area with no borders
visible. For the comparison of discrete values the other shapes are
more useful. If a hierarchy has been defined on the text (made up
of chapters, pages of the book, paragraphs, etc. ), the pixels are vi-
sually grouped according to that hierarchy. Thereby, the structure
of the text can be visually perceived and patterns that discern one
passage of the other become obvious.

Since function word analysis is known as one of the most suc-

“ Fingerprints of books of Mark Twain 
and Jack London. Different measures for 
authorship attribution are tested. If a 
measure is able to discriminate between 
the two authors, the visualizations of the 
books that are written by the same author 
will equal each other more than the 
visualizations of books written by 
different authors. It can easily be seen 
that this is not true for every measure 
(e.g. Hapax Dislegomena*). 
Furthermore, it is interesting to observe 
that the book Huckleberry Finn sticks out 
in a number of measures as if it is not 
written by Mark Twain.”
*method to measure the vocabulary richness

Daniel A. Keim and Daniela Oelke. 
Literature Fingerprinting: A New Method for Visual Literary Analysis. 
Proceedings of the 2007 IEEE Symposium on Visual Analytics Science and 
Technology (VAST '07)



• use bag-of-word to project 
documents w.r.t. text similarity 
into a landscape 

• (only) one example

Paulovich et al. / Semantic Wordification

Figure 5: A user can interactively draw a region (polygon)
containing a subset of documents of interest (top figure).
Keywords are extracted from the selected document and their
corresponding word could is built inside the user-defined re-
gion (bottom figure).

vious level. As far as we know, ProjCloud is the first tech-
nique to enable such a multilevel visualization mechanism
for word clouds.

The Fiedler-based sorting scheme is another interesting
mechanism introduced by ProjCloud. Besides enabling the
construction of semantically consistent word clouds, the
spectral scheme is also very reliable to define the relevance
of words. Notice for example in Figure 1 that fonts vary quite
abruptly. At first glance such abrupt change in the size of the
words might seem a weakness of ProjCloud. However, what
is happening in fact is that the spectral sorting mechanism
assigns considerably smaller values to words that are less
relevant. These less relevant words become much smaller

than the most relevant ones, easing visual identification of
the main topics of the underlying documents.

An aspect to be observed is that the size of each poly-
gon derives from the geometric location of its corresponding
cluster in visual space, which enforces the word sizing mech-
anism to be local. More precisely, if the largest word fP1 in-
side a polygon P1 is smaller than the largest word fP2 in a
polygon P2 then ProjCloud ensures that fP1 and fP2 are the
most relevant words in the clusters that gave rise to P1 and
P2. However, one cannot claim that the relevance score of
fP1 is smaller than the relevance score of fP2 . In other words,
ProjCloud does not provide a direct mechanism to compare
the relevance of words from cluster to cluster. The infor-
mation about the relevance of keywords can be conveyed,
though, by coloring the boundary edges of the polygons ac-
cording to the number of instances inside that polygon or to
the score of the most relevant keyword.

ProjCloud also offers a new perspective to word cloud
based analysis brought by the use of integrated multidimen-
sional projection techniques. In fact, multidimensional pro-
jections have long been used to analyze an explore doc-
uments and textual data [PNML08]. However, visual re-
sources employed in combination with projections are still
restricted to points and their visual attributes and textual tags
to help in the identification of individual documents. We be-
lieve that the combination of multidimensional projections
and word clouds as proposed by ProjCloud opens a line of
approaches for visualization and exploration of textual doc-
ument collections.

ProjCloud is largely dependent on the clustering process.
More precisely, if the clustering performs poorly, for in-
stance by causing concentration of points in specific regions
of the visual space, then the associated convex polygon will
be too small, thus making the word cloud difficult to fit and
read. Although zooming can be used to mitigate the prob-
lem, dependence of the clustering scheme is still an issue
that we plan to address in the near future. Another aspect
to be tackled in future versions of the system is the “void”
space between clusters. Although the clustering scheme has
the good property of evenly distribute data instances among
the cluster, the convex hull mechanism tends to leave too
much empty space between them. We are currently inves-
tigating a post-processing optimization scheme that scales
polygons to change their sizes and minimize the space be-
tween them.

6. Conclusions

In this work we propose a novel document collection visu-
alization that combines features of multidimensional projec-
tions and word clouds in a single visual environment. Proj-
Cloud produces visualizations where documents are grouped
according to their similarity and constructs semantically co-
herent word clouds for each group of documents. The groups

c� 2012 The Author(s)
c� 2012 The Eurographics Association and Blackwell Publishing Ltd.
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Fernando V. Paulovich, Franklina M. B. Toledo, Guilherme P. Telles, 
Rosane Minghim, and Luis Gustavo Nonato. 
Semantic Wordification of Document Collections. 
Comp. Graph. Forum 31, 3pt3 (June 2012)
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Visual Analytics for  
Large Text Corpora (example JigSaw)
• digital forensics example: JigSaw

http://www.cc.gatech.edu/gvu/ii/jigsaw/


Vis for Large Document 
Collections

• documents contain more information than just text: 

• meta information 

• structure (paragraphs, text boxes,..) 

• figurative content: 

• parallel perception 

• compact 

• multi-lingual 

• empathy 



Vis for Large Document 
Collections

• (only) three examples: 

• Bohemian bookshelf 

• DocumentCards 

• Semanticons: 

   

Vidya Setlur, Conrad Albrecht-Buehler, Amy A. Gooch, Sam Rossoff & Bruce Gooch / EG Semanticons: Visual Metaphors as File Icons

comments.doc labTests.ppt Estimate.xls silhouette_algorithms.ppt party.html

Figure 1: Semanticons generated by our system for various filenames.

Figure 2: Outline of Semanticon Generation Process.

tifier, and then expand on this idea further by using the image
to reveal the actual content of the file.

3. Semanticon Creation Process

To describe the semanticon creation process, we define term
to be any word or phrase, and context to be a set of terms ob-
tained by parsing the name, path, and textual content of a file.
Our method automatically generates semantically enhanced
icons in five steps. We first establish the context of file. Next,
we use the context to retrieve images from a stock photog-
raphy database, then extract the important regions of the im-
age, stylize the image, and finally composite the results to
generate a semanticon. Figure 2 illustrates this process.

3.1. File Context Establishment

A meaningful icon uses imagery that is either literally or fig-
uratively connected to the file’s content or purpose [RK88].
To find imagery that makes this connection, we need to es-
tablish a context for the file. Our system uses the context as a
query to a database of images tied to keywords. We generate
a collection of terms to use as the context of the file.

Generating context using filenames

Extracting a set of terms from a filename is challeng-
ing because files are usually named in a form of short-
hand. Users often employ abbreviations and word separa-
tors, such as capital letters, hyphens, spaces, underscores,
or periods to shorten filenames. Examples of such abbrevia-
tions are "sys" for system, “chp” for chapter, and examples
of filenames using word separators are “java-tomcat.txt”,
“softwareProcesses.xls”. In order to create context we need
to translate this shorthand back into its unabridged form.
We begin this translation process by splitting the filename
at each word separator into segments, which we call to-
kens. These tokens may represent abbreviations, full English
words, or a combination of English words. We define the re-
sult of dividing a token into one or more substrings as a split.
Our parsing algorithm generates all possible splits for each
token to determine the set of English words that the token
represents. For example, some possible splits for the token
“accessfwd” might be:

• “access”, “fwd”
• “acc”, “ess”, “fwd”
• “acce”, “ss”, “fwd”

c� The Eurographics Association and Blackwell Publishing 2005.

Semanticons: Visual Metaphors as File Icons
Vidya Setlur, Conrad Albrecht-Buehler, Amy A. Gooch, 
Sam Rossoff, Bruce Gooch



Vis for Large Document 
Collections

Alice Thudt, Uta Hinrichs and Sheelagh Carpendale. 
The Bohemian Bookshelf: Supporting Serendipitous Book Discoveries through Information Visualization. 
CHI '12: Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, 2012

webpage with video

http://www.alicethudt.de/BohemianBookshelf/


DocumentCards
• summarize scientific documents using  

important terms and important figures 

• design considerations: 

• Document Cards are fixed size thumbnails that are self-
explanatory 

• Document Cards represent the document’s content as a mixture 
of figure and textual representatives 

• Document Cards should be discriminative and should have a 
high recognizability 

39

http://documentcards.hs8.de
Document Cards: A Top Trumps Visualization for Documents
H. Strobelt, D. Oelke, C. Rohrdantz, A. Stoffel, O. Deussen, D. Keim
IEEE Transactions on Visualization and Computer Graphics (TVCG - InfoVis), 2009   

http://documentcards.hs8.de
http://documentcards.hs8.de/
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Interaction:
- caption  tooltip
- abstract tooltip
- move to orig. Pos.
- page switch
- term highlighting
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Projects like Wikipedia [Wik12], New York Times Corpus [San08], BioMed-
Central [BMC12], Twitter [Twi], or Open library [Ope12] are only few exam-
ples of nowadays accessible text (and image) sources. As they are not only
large but constantly growing, gaining insights becomes more demanding. To
circumvent this information overload a form of abstraction is needed to "show
the amounts of information that are beyond the capacity of textual display"
(Chaomei Chen [Che05]). Further evidence for the need of text visualization
is given by Thomas and Cook [TC05] as they define it to be part of the grand
challenges in the field of visual analytics. To demonstrate the grouping of
related work, we introduce Figure 1.2, which depicts a hierarchy of text ag-
gregation levels ranging from a single letter to sets of document collections.
The categories are described by agglomeration levels, which strongly relate to
them, either as data input or as object of visualization.

letter

word

word group

sentence

paragraph

section

chapter

document

document cluster

corpus

corpus of corpora

linguistic visualization

single document visualization

document collection visualization

Figure 1.2: Categorization of text visualization approaches w.r.t. different
levels of aggregation.

Linguistic visualizations mostly represent statistical linguistic measures.
Christian Rohrdantz presents good examples in his work, like observations
about vowel harmonies across languages ([RMB+10]). Another important lin-
guistic research question involves different corpora – the visualizations for lan-
guage comparisons, like the Languages Explorer [RHM+12]. Remarkable lin-
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Compare Corpora
• Compare topics between text collections

D. Oelke et al. / Comparative Exploration of Document Collections

exact values for:

- distinctiveness

- characteristicness

classes the topic is

discriminative for;

length of bar = degree

of characteristicness


thickness = degree 
of distinctiveness

the 12 most 
descriptive terms of 
the topic

transparency = 
average 
characteristicness 
of the topic for the 
depicted class(es)

Figure 1: Comparison of 495 papers of InfoVis, SciVis, and Siggraph (discrimination threshold = 6, number of topics = 30)

Figure 1 shows the visual output when comparing pro-
ceedings of 3 visualization and computer graphics confer-
ences. The data set comprises 495 papers, 165 of each of
the three conferences (2009 - 2012 for InfoVis and SciVis,
and 2011-2012 for Siggraph). The inlay of Fig. 1 illustrates
how to read the glyphs called topic coins. The example coin
shows a topic that is shared by SciVis and InfoVis (as can
be seen by the blue and orange bar as well as its position in
the diagram along the border between the blue and orange
area). It discriminates the two conferences against the third
one, Siggraph. The thickness of the borderline of the topic
coin shows that the discriminative strength is high for this
topic (metaphor of a protection wall). At the same time the
topic is not a key topic of the two conferences but slightly
more important for InfoVis than for SciVis (as can be seen
by the rather short lengths of the colored bars that illustrate
the characteristicness of the topic).

In the following we will detail our approach and our de-
sign decisions. Our contribution is twofold: First, we sug-
gest novel automatic methods that extract discriminative and
common topics for the comparative analysis of different
classes of documents. Second, we suggest a visual design
that enables users to explore the results in an intuitive way.

The rest of this paper is structured as follows: First, in
Section 2, we describe related work. Next, in Section 3, we
discuss our choice for probabilistic topic modeling and pro-
vide the definitions and formulas we use in order to automat-
ically determine if topics are discriminative or common. We
evaluate our approach both statistically and through a brief
user study. Section 4 details the design of the interactive vi-
sual interface that we suggest in order to support analysts in
the exploration of the automatically determined topics. The
applicability and usefulness of our approach are empirically
demonstrated through an expert case study in Section 5, be-
fore we conclude the paper in Section 6.

2. Related Work in Visual Analytics

In the following related visual analysis approaches are re-
viewed. Note that techniques that directly influenced our de-
sign decisions are discussed in subsequent sections.

Exploration and Browsing of Document Collections

Many approaches exist whose goal is to support making
sense of a document collection. IN-SPIRET M [Ins], the
topology-based approach of Oesterling et al. [OST⇤10],
HiPP [PM08] or WebSOM [LKK04] are examples for tech-
niques that represent document clusters by projecting them

c� 2014 The Author(s)
Computer Graphics Forum c� 2014 The Eurographics Association and John Wiley & Sons Ltd.

Comparative Exploration of Document Collections: a Visual Analytics Approach (http://ditop.hs8.de)  
D. Oelke, H. Strobelt, C. Rohrdantz, I. Gurevych, and O. Deussen   

http://ditop.hs8.de
http://documentcards.hs8.de/


Vis for Time-Evolving 
Document Collections

Marian Dörk, Daniel Gruen, Carey Williamson, and Sheelagh Carpendale. A Visual Backchannel for Large-Scale Events.  
TVCG: Transactions on Visualization and Computer Graphics (Proceedings Information Visualization 2010

http://mariandoerk.de/visualbackchannel/infovis2010.pdf


Vis for Time Evolving Texts

Chevalier, F., Dragicevic, P., Bezerianos, A., and Fekete, J.
Using text animated transitions to support navigation in document histories. 
Proceedings of the 28th international Conference on Human Factors in Computing Systems CHI '10

“This article examines the benefits of using text animated 
transitions for navigating in the revision history of textual 
documents. We propose an animation technique for 
smoothly transitioning between different text revisions, 
then present the Diffamation system. Diffamation supports 
rapid explo- ration of revision histories by combining text 
animated tran- sitions with simple navigation and 
visualization tools. We finally describe a user study 
showing that smooth text anima- tion allows users to track 
changes in the evolution of textual documents more 
effectively than flipping pages.”

Video on the webpage

http://www.cs.toronto.edu/~fchevali/resources/projects/diffamation/diffamation-CHI2010.pdf
http://www.aviz.fr/diffamation/
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Text in Vis  
Storytelling

Fig. 1. Steroids Or Not, the Pursuit is On. New York Times.

Sized prominently and placed in the upper left corner of the page, the
image of Bonds grabs the eye and points the viewer towards the title,
establishing the topic for the rest of the graphic. A legend consisting of
photos and text introduce Hank Aaron and Babe Ruth, previous home
run leaders whose careers provide points of comparison for Bonds’
career. A line-chart of accumulated home runs shows the three hitters’
careers in alignment, with Bonds’ home runs accelerating at a time
when the other hitters slow down. A shaded annotation notes that the
acceleration coincides with the first reports of steroid use in Bonds’
14th season, accompanied by a second annotation just two years later
when Bond takes the lead over Ruth and Aaron. The shaded path then
flows to a similarly-colored inset to the right containing a comparison
of each player’s home run pace after age 34, emphasizing the suspi-
cious acceleration in Bonds’ hitting so late in his career.

The viewer may then move to other sections. On the right, the eye
is invited by a large image of a swinging Alex Rodriguez and a bold
caption noting “Others Taking Aim.” Here we see the other current
players who are chasing the career home run record. The bottom sec-
tion (“Differing Paths to the Top of the Charts”), devoid of color and
consisting of smaller plots, is given minimum visual priority but com-
pletes the story. Small multiples show the home runs per season for
top players on the career home run list, each captioned by a factoid.

The visualization resembles a poster one might see at a science fair,
with the space subdivided into smaller sections, each telling its own
sub-story with charts, pictures, and text. The three sections are linked
together graphically through the use of color, shape, and text. For ex-
ample, the largest section introduces the hitters according to their order
on the career home run list: Hank Aaron (black line), Babe Ruth (green
line), and Barry Bonds (red line). Subtly matching on content, the in-
set in this section maintains this same scheme, presenting the players
in the same order with their associated colors. This allows the viewer
to immediately discern the reference to the larger image. The sec-
tion below also begins in the same order (Aaron, Ruth, Bonds) before
proceeding to the other players. This order not only carries informa-
tional content (i.e., who has the most home runs) but also prevents the
viewer from having to reorient while switching between sections. Fi-
nally, the section to the right charts the performance of current players
over a shadow of the initial chart, a shape we immediately identify as
belonging to Aaron, Ruth, and Bonds.

While these elements provide seamless transitions between sec-
tions, they do not dictate the order in which the viewer explores the
visualization. Rather, a path is accomplished through the use of visual

highlighting (color, size, boldness) and connecting elements such as
arrows and shaded trails. When looking at the visualization, the viewer
begins with the largest image, in part because of its size, central posi-
tioning, and coloring, but also because it is capped with a large head-
line and a picture of Bonds himself telling the viewer where to look.

Fig. 2. Budget Forecasts, Compared With Reality. New York Times.

3.2 Budget Forecasts, Compared With Reality
When deteriorating economic conditions forced a downward revision
in the 2010 White House budget forecast, the New York Times pub-
lished this visualization [A53] to explore the accuracy of past budgets’
predictions. A large headline is followed by a brief prompt introduc-
ing the visualization. Below are two panels side by side. The left
panel contains another bold headline accompanied by a short para-
graph of text, while the right panel contains a line chart showing bud-
get surpluses and deficits between 1980-2020, with the estimates dis-
tinguished from actual data using annotations and coloring. Just above
these panels is a progress bar indicating the length of the visualization
and providing the user with a mechanism to navigate between slides.

As the user steps through the presentation, the visualization main-
tains a consistent visual platform, changing only the content within
each panel while leaving the general layout of the visual elements in-
tact. Each new slide alters the text in the left panel, while updating the
chart in the right panel with animated transitions. A narrative is com-
municated clearly through the interaction of the text in the left panel
with the annotations and graphic elements in the right panel, each en-
riching the narrative through multi-messaging, providing related but
different information [20]. In this way, the presentation guides the
viewer through historical budget forecasts, explaining patterns in the
data (80% of deficit forecasts have been too optimistic) and highlight-
ing key events (surpluses under Clinton were generated in part by
a stock market bubble). Users can discover additional statistics by
mousing-over the chart, revealing details-on-demand with the years
and estimates of past forecasts. Halfway through the presentation, a
timeline slider appears above the dates on the horizontal axis, with the
slider position updating along with the chart above. Text on the fifth
slide explicitly encourages the user to interact with this slider to iso-
late forecasts for a single year. The presentation ends with the current
budget forecasts for 2012, letting the user see how these predictions
change under different economic assumptions.

At its core, this visualization is a typical slide-show presentation
augmented by two important features. First, it allows the user to de-
termine the pace of the presentation by using the provided progress
bar. And second, it allows the user to interact with the presentation by
mousing-over areas of interest and by using the slider to explore dif-
ferent time windows. We call this structure an interactive slideshow

that uses single-frame interactivity, meaning that interaction manip-
ulates items within a single-frame without taking the user to new visual
scenes. These devices encourage the user to explore the data within the
structure of an overarching narrative. The narrative functions in two
ways, both communicating key observations from the data, as well
as cleverly providing a tacit tutorial of the available interactions by
animating each component along with the presentation. By the time
the presentation encourages the user to investigate budget forecasts for
specific years, it is already clear to the user how to do this.

This presentation style can be compared to a narrative pattern called
the martini glass structure [4], following a tight narrative path early
on (the stem of the glass) and then opening up later for free explo-
ration (the body of the glass). Different features of the visualization

Narrative Visualization: Telling Stories with Data
Edward Segel, Jeffrey Heer
IEEE Trans. Visualization & Comp. Graphics (Proc. InfoVis), 2010

http://idl.cs.washington.edu/papers/narrative
http://homes.cs.washington.edu/~jheer/


TextVis Specials



Vis for Text Translation
C. Collins, S. Carpendale, and G. Penn / Visualization of Uncertainty in Lattices

Figure 6: Translation lattice for the German sentence, “Hallo, ich bin gerade auf einer Konferenz im Nationalpark in Banff.”
The statistically-identified best path (along the bottom) was incorrect and has been repaired. Photo nodes provide an alternative
representation for words not in the translation vocabulary. Mouse over expands the node and reveals four photos, while other
nodes move away to avoid occlusion.

(1) an acoustic model takes a digitized speech signal and
creates a word lattice with scores, (2) a language model re-
scores the lattice based on probabilities of words occurring
in sequence, (3) the best path through the lattice based on the
acoustic and language model scores is output. The NIST ’93
HUB-1 collection of word lattices represents data captured
from this process after step 2. This collection of 213 lattices
comes from high-quality recordings of 123 speakers reading
excerpts of the Wall Street Journal. Note that in the HUB-
1 collection, some node labels may be repeated, indicating
multiple possibilities arising from uncertainty about the start
time or length of the word in the speech signal. The lattices
include acoustic and language model scores along the edges.
We used the SRILM lattice toolkit to calculate scores for the
nodes and prune the lattices to contain at most the 50 best
unique paths. We also eliminate null nodes (silences) and
nodes with scores below 0.01% of the best scoring node.
While our visualization is decoupled from the actual speech
signal, it could easily be connected to the speech recognition
pipeline directly.

5.2. Discussion

Examples of visualization of the HUB-1 lattices appear in
Figures 1–4, and there are many examples from this case
study for which the best path chosen using the node scores
is not the true best path in the lattice. In informal testing,
it seemed that in many cases, the correct path was obvious
upon reading the optional nodes for a particular span — only
one path made sense. Through using the visualization, we
discovered that the speech lattices seem to generally have a
different structure than translation lattices: where ambiguity
in translation often presents an alternative or two for a span
of several nodes, speech recognition lattices show highly lo-
calized ambiguity (see Figure 7). This stems from the diffi-
culty of acoustic models for speech recognition to recognize
short words; a short duration and low signal amplitude lead

to elevated uncertainty. By coupling our visualization of un-
certainty with human linguistic knowledge, it is possible to
make better informed decisions about the quality of a tran-
scription, and to correct errors by selecting a new path in
the lattice. In this way our visualization could support real
time editing of speech transcripts on a sentence-by-sentence
basis.

6. Directions for Future Work and Conclusion

At the conclusion of our design process, we identified sev-
eral opportunities for future work on lattice uncertainty vi-
sualization. Our visualization relies on embedding of uncer-
tainties on the nodes. Some statistical processing algorithms
also provide scores for edges. Extending the visualization to
incorporate edge uncertainties is a natural next step.

We would like to conduct user studies to confirm whether
our visualization would be preferred over a simple single
best solution presented “black box” style, and to what extent
it helps people make better decisions about the data. Such
a study could be conducted with our the instant messaging
client in a multi-lingual distributed workplace. Additionally,
multi-modal approaches to correction of speech recognition
transcripts have previously been reported, and it would be
interesting to discover how interacting with the word lattice
directly in our visualization performs in comparison to indi-
rect approaches.

We have presented a generalizable visualization for un-
certainty in lattices generated by statistical processing. The
techniques for visually encoding uncertainty may be appli-
cable to other node-link structures, such as Hidden Markov
Model trellises, probabilistic finite state automata, and gen-
eral graphs. Following a set of design constraints grounded
in a review of relevant literature on human perceptual ca-
pabilities and visual variables, we introduce a new hybrid
layout which conveys confidence through position while en-

c� The Eurographics Association 2007.

C. Collins, S. Carpendale, and G. Penn  
Visualization of Uncertainty in Lattices to Support Decision-Making  
Proc. of Eurographics/IEEE VGTC Symposium on Visualization (EuroVis), Norrköping, Sweden, 2007
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Text to Vis conversionWordsEye: An Automatic Text-to-Scene Conversion System
Bob Coyne Richard Sproat

AT&T Labs — Research

Abstract
Natural language is an easy and effective medium for describing
visual ideas and mental images. Thus, we foresee the emergence of
language-based 3D scene generation systems to let ordinary users
quickly create 3D scenes without having to learn special software,
acquire artistic skills, or even touch a desktop window-oriented
interface. WordsEye is such a system for automatically convert-
ing text into representative 3D scenes. WordsEye relies on a large
database of 3D models and poses to depict entities and actions. Ev-
ery 3Dmodel can have associated shape displacements, spatial tags,
and functional properties to be used in the depiction process. We
describe the linguistic analysis and depiction techniques used by
WordsEye along with some general strategies by which more ab-
stract concepts are made depictable.
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1 Introduction
Creating 3D graphics is a difficult and time-consuming process.
The user must learn a complex software package, traverse pages
of menus, change tools, tweak parameters, save files, and so on.
And then there’s the task of actually creating the artwork. We see
the need for a new paradigm in which the creation of 3D graphics is
both effortless and immediate. It should be possible to describe 3D
scenes directly through language, without going through the bottle-
neck of menu-based interfaces. Creating a 3D scene would then be
as easy as dashing off an instant message.
Natural language input has been investigated in a number of 3D

graphics systems including an early system by [2] and the oft-cited
Put system [8]; the Put system shared our goal of making graphics
creation easier, but was limited to spatial arrangements of existing
objects. Also, input was restricted to an artificial subset of English
consisting of expressions of the form Put (X P Y) , where X and
Y are objects, and P is a spatial preposition. The system did al-
low for fairly sophisticated interpretation of spatial relations so that
on in on the table and on the wall would both be appropriately in-
terpreted. More recently, there has been work at the University of
Pennsylvania’s Center for Human Modeling and Simulation [3, 4],
where language is used to control animated characters in a closed
virtual environment. In previous systems the referenced objects and
actions are typically limited to what is available and applicable in
the pre-existing environment. These systems therefore have a nat-
ural affinity to the SHRDLU system [23] which, although it did
not have a graphics component, did use natural language to interact
with a “robot” living in a closed virtual world.
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Figure 1: John uses the crossbow. He rides the horse by the store.
The store is under the large willow. The small allosaurus is in front
of the horse. The dinosaur faces John. A gigantic teacup is in front
of the store. The dinosaur is in front of the horse. The gigantic
mushroom is in the teacup. The castle is to the right of the store.

The goal of WordsEye, in contrast, is to provide a blank slate
where the user can literally paint a picture with words, where the
description may consist not only of spatial relations, but also ac-
tions performed by objects in the scene. The text can include a
wide range of input. We have also deliberately chosen to address
the generation of static scenes rather than the control or genera-
tion of animation. This affords us the opportunity to focus on the
key issues of semantics and graphical representation without hav-
ing to address all the problems inherent in automatically generating
convincing animation. The expressive power of natural language
enables quite complex scenes to be generated with a level of spon-
taneity and fun unachievable by other methods (see Figure 1); there
is a certain magic in seeing one’s words turned into pictures.
WordsEye works as follows. An input text is entered, the sen-

tences are tagged and parsed, the output of the parser is then con-
verted to a dependency structure, and this dependency structure is
then semantically interpreted and converted into a semantic repre-
sentation. Depiction rules are used to convert the semantic repre-
sentation to a set of low-level depictors representing 3D objects,
poses, spatial relations, color attributes, etc; note that a pose can
be loosely defined as a character in a configuration suggestive of
a particular action. Transduction rules are applied to resolve con-
flicts and add implicit constraints. The resulting depictors are then
used to manipulate the 3D objects that constitute the final, render-
able 3D scene. For instance, for a short text such as: John said that
the cat was on the table. The animal was next to a bowl of apples,
WordsEye would construct a picture of a human character with a
cartoon speech bubble coming out of its mouth. In that speech bub-
ble would be a picture of a cat on a table with a bowl of apples next
to it.1

1With the exception of the initial tagging and parsing portion of the lin-
guistic analysis, WordsEye is implemented in Common Lisp, runs within
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“Natural language is an easy and effective medium for 
describing visual ideas and mental images. Thus, we 
foresee the emergence of language-based 3D scene 
generation systems to let ordinary users quickly create 3D 
scenes without having to learn special software, acquire 
artistic skills, or even touch a desktop window-oriented 
interface. WordsEye is such a system for automatically 
convert- ing text into representative 3D scenes. WordsEye 
relies on a large database of 3D models and poses to depict 
entities and actions. Every 3D model can have associated 
shape displacements, spatial tags, and functional properties 
to be used in the depiction process.”



Further TextVis..
• … on topic modeling 

• … for text exploration (human computer interaction) 

• … for search results 

• … linguistic features (e.g. vowel harmony) 

• … source code  

• … for sentiment analysis 

• … SO MUCH MORE !!
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